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Hybrid CI/CD

with Kubernetes and Codefresh
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Continuous Integration/Delivery




The Basic Software Lifecycle
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In Codefresh every step is a docker image
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Codefresh SAAS

e Intuitive Ul
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Codefresh installation options

_
Cloud

=
Hybrid

On Premise

-> Managed by Codefresh
-> Access to public services

- Everything runs on Codefresh
cloud

-> Automatic product updates

-> Managed by Codefresh/Customer
-> Access to secure services
-> Pipelines run on private cloud

-> Automatic product updates

-> Managed by Customer
-> Access to secure services
-> Everything runs on private cloud

-> Scheduled product updates




Customers with security constraints

e Financial/Health sector
e Secure services

e Strict firewall rules
eOn-premise resources

eNot on public clouds by design
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On premise source code

e Often considered the most sensitive asset
e On premise Github

e On premise Gitlab

e On premise Bitbucket server

eOther providers (.e.g. Perforce)




On premise Docker images

e Private images with dev tools
e Private images for secure deployments
e Promotion between registries

e Often mixture of public and private
registries




On premise Kubernetes clusters

e K8s for on-premise datacenters
e Often clusters are for internal use only

e Clusters with intermittent network access




Scale

Use Kubernetes native scaling

Secure

Access to internal services behind firewall

Manage

No need to to maintain the whole platform




Codefresh Hybrid Runner




Codefresh Hybrid Runner
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Codefresh Hybrid Runner characteristics

e Runs on Kubernetes
e Open-source installer

e Uni-directional
communication

e Runner polls Codefresh

e No open ports needed
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Codefresh Hybrid Runner lifecycle

e Fully independent

e Deploys engine automatically
e Manages pipeline volumes

e Standard Kubernetes

e Easy monitoring

e Easy upgrades

e Easy scaling

e Multiple runtimes

Public Internet

Customer Network
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= Google Cloud Platform  Select a project + Q

&

Codefresh
Tag:1 -

(\') Codefresh

codefrosh Codefresh is the first continuous delivery platform built for Kubernetes

CONFIGURE PURCHASE PLAN

Type

Kubernetes apps Overview

Last updated Codefrech ie a leading CI¥CD platform for Micre Service based zpplications and ¢ontainers with advanced

2/6/19 Cantinuous Delivery capebilities on top of Kubernetes. Codefresh helps accelerate customer's adoption of
containers, offload the immense work invested to create in-house solutions arc maintaining then with a solution

Categary that offers unlimited scale ard reliability, uging easy to customize pipeline's templates, configuration and secret

Developer stacks management to build, test, deploy.

Developer tools

Learn more [T
Repository path
marketplace.gcr.i:/’codefresh- About Codefrash
gke/codefresh Lo

Build, test, spin-up, and deploy Docker images with Codefresh, a container-native platform for working with

Container images
iner imag images. Includes Cl, CD, Image Management, and Hosted Staging Environments. Codefresh is tightly integratad

1
with Gangle Kubernetes Fnginz to streamline deployment.

https://console.cloud.google.com/marketplace/details/codefresh-gke/codefresh



Hybrid Cl/CD with Codefresh




Codefresh-io/catalog * catalog

Runtime environments ...

Settings
manage your pipeline’s genzaral settings

e Multiple Hybrid runners

PY Customer can Select any Cluster Select Runtime Environment ...

system/arm/codefresh-io/testing
. . . . test RE for ARM images with tag master for arm on codcefresh inc
e Assign runtime to each pipeline
system/arm/codefresh-io
. Runtime env for building codefrash images for arm on codefresh-inc
e Custom cloud environments
system/dind-daemon-user-access
This is an RE for providing dind daemon access to trusted users on their

e On-premise environments request
X ent-2/codefresh-inc
L M IXan d m atC h Runtime environment conhigure to cluster: ent-2 and namespace: codefresh-

Inc

docker-desktop/olegv-local
Runtime environment configure to cluster: docker-desktop and namespace:
olegv-local

nlamuamnnanatactina/nlacmrarura

RUN




Full control on pipeline environment location
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Full control on pipeline environment arch
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Google CSP




Codefresh is ready for GKE on-prem

CSP Hosted Control Plane (on GCP)

Additional Services

Multi-cluster Ingress ’ Identity Aware Proxy

Binary Authorization Cloud Identity

Kubemetes Marketplace

Control Plane

Consistent UX

Cloud Run an GKE Cloud Run on GKE Cloud Run on GKE
(w) CSM / Istio (\f) CSM / Istio (W) C5M / Istio

D D e




Istio for CI/CD \ rroc Canary

e Use Istio today

e Define traffic during
deployment stages ‘k

e Easy canary deployments o . . . D

e Dedicated Istio Ul support =~ — === e e e e

is coming soon in Codefresh Prod Canary
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Summary

e SAAS, Hybrid, On prem

e Hybrid can be installed on any cluster

e Secure access, no open firewall ports
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codefresh

e Consistent experience for CI/CD




