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The problem



Terraform/OpenTofu

• Describe your infra in HCL

• Use terraform apply in CI

• Env0, Scalr, Spacelift, TF cloud, 

Atlantis

• Teams often abuse TF for 

everything (when you have a 

hammer…)



Status Quo

DB, Load balancer, VM, Gateway, Storage, DNS, Key/Value store, RBAC, etc



New Challenger

DB, Load balancer, VM, Gateway, Storage, DNS, Key/Value store, RBAC, etc

Kubernetes
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3 choices

Kubernetes
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3 choices

Kubernetes

Infra

Kubernetes

Kubernetes Infra

Infra

1 Most teams are here

2 You should be here

3 Bleeding edge



The problem

Kubernetes
Argo CD

Infra

How to pass information? 
(secrets/settings/values/conf)



People often ask

• My Argo CD application requires a secret that is handled by Terraform. How 

do I pass it over?

• My Helm chart needs a value that only Terraform knows. How I do I expose it 

to Helm?

• My Kubernetes application needs a secret/role/cert that Terraform creates. 

How do I handle this scenario?





Approach 1 Use DNS



The problem

RDS

Hostname/Port



Examples

• You want to create a Database with Terraform and use the hostname/port in 

a Kubernetes application

• You want to create a Loadbalancer/Ingress with Terraform and pass 

hostname to a Kubernetes application

• You want to create a unique name for each Kubernetes cluster and pass it to 

the application 

• You have dependencies between applications (even across different 

clusters)



The Solution

RDS

db.prod.acme.com
db.stg.acme.com
db.qa.acme.com 

DNS 
records

http://db.prod.acme.com
http://db.stg.acme.com
http://db.qa.acme.com


General application guidelines

• Applications should have external conf (instead of looking on their own for 

configuration) - https://12factor.net/config 

• Applications shouldnʼt know they run inside K8s or care about terraform

• Minimize external dependencies only to the absolute essentials (db, cache, 

queue, backend)

https://12factor.net/config


Apps should know nothing about Terraform or K8s

Application

Payment 
Gateway

DB

Cache

mydb

mycache

my-pg



What does “mydbˮ hostname resolve to..

• mydb → Database running in the Same cluster using a DB operator

• mydb → ExternalName to another K8s cluster

• mydb → RDS instance with global Route53 record 

• mydb → /etc/hosts for legacy db

• mydb → External Name → Route53 record → active/passive DB in other 

regions 

The application does not care which method is used! 



Work WITH your Developers







Approach 1  Use DNS or other abstractions

Super simple - nothing to transfer from Terraform to K8s

Works great for developers - easy local debugging

You have no single source of truth (configuration is in two places)

Works mostly with hostnames and other networking configuration

You still need to account for secrets

Application might need source code changes



Approach 2 Pass info via Git



Pass via Git

Kubernetes
Argo CD

Infra



https://registry.terraform.io/providers/integrations/github/latest/docs 

https://registry.terraform.io/providers/integrations/github/latest/docs


Pass via Git

Kubernetes
Argo CD

Create repo with K8s 

Manifests

Create file (configmap)

Sync files (created by 

Terraform)



Pass via Git

Write Service Account file Sync Service Account file



Approach 2  Pass info via Git

Very flexible - can pass any kind of configuration

Single source of truth 

Argo CD is isolated from what Terraform does

More moving parts, you also need guardrails

You still need to account for secrets (canʼt commit them to Git)

Might have performance/security issues and bottlenecks



Approach 3 Inject K8s 
resources 



https://registry.terraform.io/providers/hashicorp/kubernetes/latest/docs 

https://registry.terraform.io/providers/hashicorp/kubernetes/latest/docs


Inject outside of 
Git

Inject Resource with

Helm/K8 provider Deployment Service

ConfigMap



Approach 3  Inject resources with K8s/Helm provider

Very flexible - can pass any kind of configuration

Can pass secrets directly in the cluster 

Argo CD controls only part of the application

Not GitOps, and no single source of truth

Complex Dependency ordering

Terraform was never designed for application deployments



Approach 4 GitOps Bridge 



https://github.com/gitops-bridge-dev/gitops-bridge 

https://github.com/gitops-bridge-dev/gitops-bridge


Pass via Cluster labels

Argo CD

Create K8s cluster and other 

resources Sync ApplicationSets and 

get information from Cluster 

labels

Cluster metadata



https://argo-cd.readthedocs.io/en/stable/operator-manual/applicationset/Generators-Cl
uster/ 

https://argo-cd.readthedocs.io/en/stable/operator-manual/applicationset/Generators-Cluster/
https://argo-cd.readthedocs.io/en/stable/operator-manual/applicationset/Generators-Cluster/


Create a service 
Account in Argo CD 
using Data known to 
Terraform



https://github.com/gitops-bridge-dev/
gitops-bridge-argocd-control-plane-te
mplate 

https://github.com/gitops-bridge-dev/gitops-bridge-argocd-control-plane-template
https://github.com/gitops-bridge-dev/gitops-bridge-argocd-control-plane-template
https://github.com/gitops-bridge-dev/gitops-bridge-argocd-control-plane-template


Approach 3  Inject resources with K8s/Helm provider

Very flexible - can pass any kind of configuration

Premade templates 

Requires ApplicationSets

Not GitOps, and no single source of truth

Use Helm Overrides

You still need to account for secrets



The Future?



3 choices

Kubernetes

Infra

Kubernetes

Kubernetes Infra

Infra

1 Most teams are here

2 You should be here

3 Bleeding edge







Define any resource in K8s

Works for Google, Azure, AWS, 
Alibaba. You can also write your 
own provider



Define any resource in K8s (even DB migrations)



Apps Infra DBs

Argo CD Crossplane



Conclusion 



Solution Effort/Complexity Follows GitOps Pros Cons

Use DNS Low No single source of 
truth

Super Simple to use Does not cover all 
scenarios

Use Git provider High Yes Pure GitOps, Argo CD 
is isolated

Does not work with 
secrets

Inject Resources Medium No Very powerful Complex, Hacky, 
breaks GitOps and 
possibly Argo CD 

GitOps bridge Medium No Many existing 
templates available

Has specific 
requirements (e.g. 
applicationsets)

Understand crossplane.io/ 

https://www.crossplane.io/


Thank you

Contact

kostis.kapelonis@octopus.com 

mailto:kostis.kapelonis@octopus.com


Learn about K8s DNS and external services


